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1. Introduction

This section contains:
- Rationale
- Overview of Java and Significance of Language
- Overview of C++ and Significance of Language
- Overview of Python and Significance of Language
- Overview of Comparative Analysis

1.1 Rationale for a Comparative Analysis of Three Programming Languages

The rationale for a comparative analysis between three programming languages, namely Java, C++, and Python, is to establish improved background for choosing appropriate languages, improved understanding of the significance of implementation, and improved learning of existing programming languages. As a result, someone with a career in software engineering work will be able to pick the right language for the right project based on an understanding of the underlying programming principles.

One way to develop an ability to choose and learn programming languages is to simply learn several different languages. Learning the first language is hard, with the next one often not being so hard and so on. One problem is that you may only be working with languages that are only slightly different from each other. Thus, they will only include a small part of the spectrum of concepts underlying modern programming languages. A second problem includes the time investment to learn new languages and how to apply them under certain programming constraints appropriately.

By comparing three prominent programming languages based on underlying concepts, we will be able to build a foundation about programming language paradigms and issues that provide a strong preparation for selecting and learning new languages effectively, regardless of how many languages are already known.

The languages we will be dissecting, Java, C++, and Python, were picked due partly to their popularity. Based on the TIOBE Index for April 2014, which is an indicator of the popularity of programming languages, Java ranks second, C++ ranks fourth and Python
ranks eighth in popularity. ([TIOBE, 2014]) We may conclude that all three languages are prominent and as such will give us a strong opportunity to demonstrate a comparative analysis among well-known languages.

1.2 Overview of Java and Significance of Language

The Java programming language was originally developed by Sun Microsystems, which was initiated by James Gosling in June 1991 for use in one of his many set-top box projects. Sun released the first public implementation in 1995 as a core component of Sun Microsystems’ Java platform (Java 1.0 [J2SE]). It promised to be Write Once, Run Anywhere (WORA); providing no-cost run-times on popular platforms.

The original goal of Java was to be used in embedded consumer electronic appliances. In 1994, the team realized Java, then known as Oak, was perfect for the Internet. In 1995, when the language was officially renamed to Java, it was redesigned for developing Internet applications.

As of March 2014, the latest release of the Java Standard Edition is 8, with Oracle discussing hopeful plans for Java SE 9 to be released in 2016. However, the recommended version of Java for users, as of this writing, is Version 7 Update 51, which was released in January 2014. The widespread popularity of Java has led to multiple configurations to suite various types of platforms. For example, Java 2 Enterprise Edition (J2EE) was developed for Enterprise Applications and Java 2 Micro Edition (J2ME) was developed for Mobile Applications, which are both separate configurations from the Java 2 Standard Edition (J2SE).

Java is:

- **Object Oriented**: In Java, everything is an Object. Java can be easily extended as a result of the Object model.

- **Platform independent**: Unlike languages such as C++, when Java is compiled, it is not compiled into platform specific machine code, but rather into platform independent byte code. This byte code can be distributed to any system over the web and is then interpreted by the Java Virtual Machine (JVM) on whichever platform it is being run.
- **Simple**: Java is designed to be easy to learn.
- **Secure**: With Java’s secure feature it allows for the development of virus-free, tamper-free systems. Authentication techniques are based on public-key encryption.
- **Architectural-neutral**: The Java compiler generates an architecture-neutral object file format which makes the compiled code executable on many processors, with the presence of a Java runtime system.
- **Portable**: Being architectural-neutral and having no implementation dependent aspects makes Java portable. The Java compiler is written in ANSI C with a clean portability boundary which is a POSIX subset.
- **Robust**: Java makes an effort to eliminate error prone situations by emphasizing mainly on compile time error checking and runtime checking.
- **Multithreaded**: With Java’s multithreaded feature it is possible to write programs that can do many tasks simultaneously. This design feature allows developers to construct smoothly running interactive applications.
- **Interpreted**: Java byte code is translated to native machine instructions and is not stored anywhere. The development process is more rapid and analytical since the linking is an increment and light weight process.
- **High Performance**: With the use of Just-In-Time compilers, Java enables high performance.
- **Distributed**: Java is designed for the distributed environment of the internet.
- **Dynamic**: Java is considered to be more dynamic than C++ since it is designed to adapt to an evolving environment. Java programs can carry extensive amount of run-time information that can be used to verify and resolve accesses to objects on run-time.

One of the main reasons Java is so popular is due to its platform independence, allowing Java programs to be run on many different types of computers. Further, being a simple language makes it easy to learn for programmers. However, being inherently object-oriented and having a library of classes that provide commonly used utility functions, the Java API, allows the language to cover a wide spectrum of applications.

### 1.3 Overview of C++ and Significance of Language
The C++ programming language was originally developed by AT&T Bell Labs in Murray Hill, New Jersey, starting in 1979 by Bjarne Stroustrup, as an enhancement of the C language. C++ is a superset of C, in that virtually any legal C program is a legal C++ program. It is regarded as a middle-level language, as it comprises a combination of both high-level and low-level language features.

C++ is currently used by hundreds of thousands of programmers in essentially every application domain. Some domains include systems software, application software, device drivers, embedded software, high-performance server and client applications, and entertainment software such as video games. The language is also widely used for teaching and research because it is clean enough for successful teaching of basic concepts. C++ has greatly influenced many other popular programming languages; most notably, Java.

C++ is a statically typed, compiled, general-purpose, case-sensitive, free-form programming language that supports procedural, object-oriented, and generic programming. Unlike other languages, such as Java, complicated run-time libraries and virtual machines have not traditionally been required for C++. Compatibility with C libraries and traditional development tools is emphasized.

The significance of the language is largely due to it being extremely fast, supporting a variety of different coding styles, and giving the programmer low level access to the computer through being a middle-level language. When dealing with large projects, the object-oriented principles and C++ support is excellent for this.

1.4 Overview of Python and Significance of Language

The Python programming language was originally developed by Guido van Rossum in the late eighties and early nineties at the National Research Institute for Mathematics and Computer Science in the Netherlands. Python is derived from many other languages, including ABC, Modula-3, C, C++, Algol-68, SmallTalk, Unix shell and other scripting languages.
Python is currently one of the most popular dynamic programming languages, along with Perl, Tcl, PHP, and Ruby. Although it is often viewed as a scripting language, it is really a general purpose programming language along the lines of Lisp or Smalltalk. Today, Python is used by the likes of scientists writing applications for the world’s fastest supercomputers to children learning it as a first programming language.

Python mainly differentiates from C-like languages, such as Java and C++ above, by dispensing braces altogether, along with trailing semicolons, and instead opts to use whitespace. The other major area where Python differs is in its use of dynamic typing. In C, variables must always be explicitly declared and given a specific type such as int or double. In Python, variables are simply names that refer to objects.

Python’s feature highlights include:

- **Easy-to-learn**: Python has relatively few keywords, simple structure, and a clearly defined syntax. This allows the student to pick up the language in a relatively short period of time.
- **Easy-to-read**: Python code is much more clearly defined and visible to the eyes.
- **Easy-to-maintain**: Python’s success is that its source code is fairly easy-to-maintain.
- **A broad standard library**: One of Python’s greatest strengths is the bulk of the library is very portable and cross-platform compatible on UNIX, Windows and Macintosh.
- **Interactive Mode**: Support for an interactive mode in which you can enter results from a terminal right to the language, allowing interactive testing and debugging of snippets of code.
- **Portable**: Python can run on a wide variety of hardware platforms and has the same interface on all platforms.
- **Extendable**: You can add low-level modules to the Python interpreter. These modules enable programmers to add to or customer their tools to be more efficient.
- **Databases**: Python provides interfaces to all major commercial databases.
- **GUI Programming**: Python supports GUI applications that can be created and ported to many system calls, libraries and windows systems, such as Windows MFC, Macintosh and the X Window system of Unix.
- **Scalable**: Python provides a better structure and support for large programs than shell scripting.

Python is important for software development because it gets a lot of different things right, and in a combination that no other language has seemingly done so far. It recognizes that you’ll spend a lot more time reading code than writing it, and focuses on guiding developers to write readable code. Python also acknowledges that speed of development is important, so it has access to powerful constructs that avoid tedious repetition of code. By combining a powerful library with a user-friendly language, Python has been able to excel in a field with established giants like C++ and Java.

### 1.5 Overview of Comparative Analysis

The principal goals of this analysis is to introduce and compare the fundamental features and advanced features of three prominent programming languages, Java, C++ and Python, to establish favorability and future expectations of each language, with respect to one another.

The fundamental features will cover the following criteria:
- Programming Domain
- Programming Paradigm
- Readability
- Simplicity
- Orthogonally
- Portability
- Programming Environment
- Usage Cost

The advanced features will cover the following criteria
- Translation Process
- Data Types, Variables and Support for Abstraction
- Expressions and Assignment Statements
- Control Structures
- Subprograms
- Support for Inheritance
- Support for Polymorphism
- Support for File Processing
- Exception Handling

The conclusion about the favorability of both language sand expectations of the future will be taken from the perspective of someone pursuing a career in software development.

2. Programming Domain and Paradigm

This section contains:
- Rationale
- Programming Domain
  - Programming Paradigm

2.1 Rationale for Understanding Programming Domains and Paradigms

By identifying what languages were designed for certain domains and paradigms, an appropriately useful language may be chosen for any given programming problem.

2.1.1 Programming Domains

Since computer science affects all aspects of business and life, there are different programming languages for different purposes. Among the programming domains identified are scientific applications, business applications, AI applications, systems programming, scripting languages and hybrid languages. ([Foster, 2014a])

2.1.2 Programming Paradigms

The programming paradigm of a language deals with the design characteristics of that language. A programming paradigm establishes the capabilities and styles of various programming languages. Among the programming paradigms of interest are procedural, object-oriented, rule-based and hybrid languages. ([Foster, 2014b])
2.2 Programming Domain

Java and C++ are understood hybrid languages due to their ability to support different purposes within programming. This is a common occurrence for popular languages due to their expansion and growth to deal with numerous programming challenges. For example, C++ and Java both contain simple data structures with the facility to represent very small and very large numbers, for use in scientific applications. Further, C++ and Java both support a wider range of data structures, for use in business applications.

One difference between Java and C++ is the use of C++ for large projects, such as operating system support. For example, Linux was written in C++ and Windows was partly written in C++. Other C/C++ supported operating systems include Palm OS, Symbian OS and QNX Neutrino. ([IBM, 2014]) Java does have some use in operating system design, notably JavaOS, however no project has been undertaken to the level of Windows, Mac OS or Unix-like systems.

The use of Python is largely as a scripting language, with such languages having non-procedural features and being widely used for Web programming. However, Python is also used in a wide range of non-scripting contexts. Python code can be packaged into standalone executable programs and Python interpreters are available for many operating systems. It is appropriate to call Python a hybrid language as a result, due to its ability to be used in business application settings as well as Web scripting.

Conclusively, all three programming languages are hybrid languages in the sense that they have uses in multiple programming contexts, otherwise known as domains. It is appropriate to remind someone in software development the distinguishing use of C++ for systems programming and the use of Python as a scripting language.

2.3 Programming Paradigm

Java is a multi-paradigm programming language that includes support for object-oriented, structured, imperative, and reflective programming among others. By object-oriented, computation is effected by sending messages to objects; objects have state and
behavior. This is demonstrated by the adding of uppercase names in figure 2.3.1. By structured, programs have clean, nested control structures. This is demonstrated by the for-loop and if-statement structure in figure 2.3.2. By imperative, control flow is an explicit sequence of commands. This is demonstrated by the step-by-step computation in figure 2.3.3. By reflective, programs manipulate their own structures.

**Figure 2.3.1: Object-Oriented Programming**

```python
result = []
for p in people {
    if p.name.length > 5 {
        result.add(p.name.toUpper());
    }
}
return result.sort;
```

[Ray, 2014]

**Figure 2.3.2: Structured Programming**

```python
result = [];
for i = 0; i < length(people); i++ {
    p = people[i];
    if length(p.name) > 5 {
        addToList(result, toUpper(p.name));
    }
}
return sort(result);
```

[Ray, 2014]

**Figure 2.3.3: Imperative Programming**

```python
result = []
i = 0
start:
    numPeople = length(people)
    if i >= numPeople goto end
    p = people[i]
    nameLength = length(p.name)
    if nameLength <= 5 goto next
    upperName = toUpper(p.name)
    addToList(result, upperName)
next:
    i = i + 1
    goto start
end:
    return sort(result)
```

[Ray, 2014]
C++ is a multi-paradigm programming language that includes support for procedural, functional, object-oriented and generic programming. By procedural, it contains imperative programming with procedure calls. Likewise, C++ and Java, both based on C, have similar paradigms.

Python is a multi-paradigm programming language that includes full support for object-oriented programming and structured programming. There are a number of language features which support functional programming and aspect-oriented programming as well, although only with limited support. By aspect-oriented, programs have cross cutting concerns applied transparently. This also makes Python a hybrid language based on its design characteristics.

Conclusively, all three languages are designed for multiple paradigms, which further allow them to easily handle programming problems within multiple domains. The slight differences in which domain and paradigm have more focus will lead a programmer to still prefer one language over another.

3. Criteria for Evaluating Programming Languages

This section contains:
- Readability
- Simplicity
- Orthogonality
- Portability
- Programming Environment
- Usage Cost

3.1 Readability

Readability includes clarity and consistency. Clarity relates to how readable the code is, such as whether there are cryptic keywords and constructs. Consistency relates to whether the rules are consistent or if there are many exceptions. ([Foster, 2014c])
Java has around 50 keywords, as shown in table 3.1.1, that are considered to be easy to remember for programmers due to the nature of their words and what they do. For a massively popular language, the readability of Java is highly impressive.

Table 3.1.1: Java Keywords

<table>
<thead>
<tr>
<th>abstract</th>
<th>continue</th>
<th>for</th>
<th>new</th>
<th>switch</th>
</tr>
</thead>
<tbody>
<tr>
<td>assert</td>
<td>default</td>
<td>goto</td>
<td>package</td>
<td>synchronized</td>
</tr>
<tr>
<td>boolean</td>
<td>do</td>
<td>if</td>
<td>private</td>
<td>this</td>
</tr>
<tr>
<td>break</td>
<td>double</td>
<td>implements</td>
<td>protected</td>
<td>throw</td>
</tr>
<tr>
<td>byte</td>
<td>else</td>
<td>import</td>
<td>public</td>
<td>throws</td>
</tr>
<tr>
<td>case</td>
<td>enum</td>
<td>instanceof</td>
<td>return</td>
<td>transient</td>
</tr>
<tr>
<td>catch</td>
<td>extends</td>
<td>int</td>
<td>short</td>
<td>try</td>
</tr>
<tr>
<td>char</td>
<td>final</td>
<td>interface</td>
<td>static</td>
<td>void</td>
</tr>
<tr>
<td>class</td>
<td>finally</td>
<td>long</td>
<td>strictfp</td>
<td>volatile</td>
</tr>
<tr>
<td>const</td>
<td>float</td>
<td>native</td>
<td>super</td>
<td>while</td>
</tr>
</tbody>
</table>

Java has many rules that are consistent, such as coding conventions, dealing with exceptions, importing libraries, variable scope, and more. There are some exceptions, such as using the + symbol as an addition operator, for iteration, or for concatenation, as depicted in figure 3.1.1. However, Java is still considered a highly readable language.

Figure 3.1.1: Use of Java + Symbol

```
import java.util.*;
import java.lang.*;
import java.io.*;

class Readability {
    public static void main(String[] args) throws java.lang.Exception {
        for(int i = 0; i < 3; i++) {
            System.out.println("Count: "+(i + 1));
        }
    }
}
```
C++ is known as a cryptic language, meaning its consistency is worse off than languages such as Java. C++ has 84 keywords, as shown in table 3.1.2, and contains many that are difficult to understand without a thorough understanding of the C++ language. Compared to Java and Python, C++ has the worst rating for readability.

**Table 3.1.2: C++ Keywords**

<table>
<thead>
<tr>
<th>alignas</th>
<th>enum</th>
<th>return</th>
<th>alignof</th>
<th>explicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>short</td>
<td>and</td>
<td>export</td>
<td>signed</td>
<td>and_eq</td>
</tr>
<tr>
<td>extern</td>
<td>sizeof</td>
<td>asm</td>
<td>false</td>
<td>static</td>
</tr>
<tr>
<td>auto</td>
<td>float</td>
<td>static_assert</td>
<td>bitand</td>
<td>for</td>
</tr>
<tr>
<td>static_cast</td>
<td>bitor</td>
<td>friend</td>
<td>struct</td>
<td>bool</td>
</tr>
<tr>
<td>goto</td>
<td>switch</td>
<td>break</td>
<td>if</td>
<td>template</td>
</tr>
<tr>
<td>case</td>
<td>inline</td>
<td>this</td>
<td>catch</td>
<td>int</td>
</tr>
<tr>
<td>thread_local</td>
<td>char</td>
<td>long</td>
<td>throw</td>
<td>char16_t</td>
</tr>
<tr>
<td>mutable</td>
<td>true</td>
<td>char32_t</td>
<td>namespace</td>
<td>try</td>
</tr>
<tr>
<td>class</td>
<td>new</td>
<td>typedef</td>
<td>compl</td>
<td>noexcept</td>
</tr>
<tr>
<td>typeid</td>
<td>const</td>
<td>not</td>
<td>typename</td>
<td>constexpr</td>
</tr>
<tr>
<td>not_eq</td>
<td>union</td>
<td>const_cast</td>
<td>nullptr</td>
<td>unsigned</td>
</tr>
<tr>
<td>continue</td>
<td>operator</td>
<td>using</td>
<td>decltype</td>
<td>or</td>
</tr>
<tr>
<td>virtual</td>
<td>default</td>
<td>or_eq</td>
<td>void</td>
<td>delete</td>
</tr>
<tr>
<td>private</td>
<td>volatile</td>
<td>do</td>
<td>protected</td>
<td>wchar_t</td>
</tr>
<tr>
<td>double</td>
<td>public</td>
<td>while</td>
<td>dynamic_cast</td>
<td>register</td>
</tr>
<tr>
<td>xor</td>
<td>else</td>
<td>reinterpret_cast</td>
<td>xor_eq</td>
<td></td>
</tr>
</tbody>
</table>

C++ is also known to have few rules, but several exceptions to these rules. For example, the * symbol could be used as a multiplication symbol, a pointer declaration, or as an indirection. The use of the * symbol as an indirection in figure 3.1.2 demonstrates why this reduces readability, as this is a separate distinction from a pointer declaration.

**Figure 3.1.2: Use of C++ * symbol**
Python, as compared to Java and C++, is specifically built to be more readable than both languages. Its design philosophy emphasizes code readability, and its syntax allows programmers to express concepts in fewer lines of code. It is designed to have an uncluttered visual layout, frequently using English keywords where other languages use punctuation. The list of 35 keywords, as shown in table 3.1.3, demonstrates how simple a language can be in wording.

**Table 3.1.3: Python Keywords**

<table>
<thead>
<tr>
<th>and</th>
<th>del</th>
<th>from</th>
<th>not</th>
<th>while</th>
</tr>
</thead>
<tbody>
<tr>
<td>as</td>
<td>elif</td>
<td>global</td>
<td>or</td>
<td>with</td>
</tr>
<tr>
<td>assert</td>
<td>else</td>
<td>if</td>
<td>pass</td>
<td>yield</td>
</tr>
<tr>
<td>break</td>
<td>except</td>
<td>import</td>
<td>print</td>
<td>class</td>
</tr>
<tr>
<td>exec</td>
<td>in</td>
<td>raise</td>
<td>continue</td>
<td>finally</td>
</tr>
<tr>
<td>is</td>
<td>return</td>
<td>def</td>
<td>for</td>
<td>lambda</td>
</tr>
<tr>
<td>try</td>
<td>False</td>
<td>None</td>
<td>nonlocal</td>
<td>True</td>
</tr>
</tbody>
</table>

Furthermore, Python has a smaller number of syntactic exceptions and special cases compared to Java and C++. This makes Python the most readable language out of the three from an objective standpoint, with Java coming in second and C++ in last.
3.2 Simplicity

Simplicity affects the understandability of the language, and how easy it is to learn. A language that has a large number of basic components is more difficult to learn than one with fewer components. Multiplicity of features may provide flexibility, but can lead to increased difficulty in learning the language. Operator overloading, though powerful, is potentially confusing. ([Foster, 2014c]).

A look at the “Hello, World!” application for each language, which is a well-known example program that displays the message “Hello, World!” to the screen, is a good start in demonstrating how simple each language is.

In Java, as shown in figure 3.2.1, there is a three-part structure to print something to the screen. The system is an object of the system, while out is a message indicating that we are going to output something to the console, and println represents that the message should be printed and the line should be moved to the next row of the console. The dot operator (.) is what allows a programmer to access the data, or methods, within an object. Further, the parenthesis contains the data, with a string surrounded by quotes, and the line ending with a semicolon. For a novice programmer, this is a quite a lot to retain and understand for a simple print statement.

Figure 3.2.1: Java “Hello, World!” Program

```java
5  class Simplicity
6  {
7    public static void main (String[] args) throws java.lang.Exception
8    {
9      System.out.println("Hello, World!");
10     }
11  }
```

Success time: 0.07 memory: 380160 signal:0
Hello, World!
In C++, as shown in figure 3.2.2, there are different components to print to the console, and are likely to require similar understanding for a novice programmer. The portion “std::cout” identifies the standard character output device, which is usually the computer screen. The insertion operator (<<), indicates what follows is inserted into std::cout. The sentence within quotes, embedded in the parenthesis, is the content inserted into the standard output. The statement must also end with a semicolon.

**Figure 3.2.2: C++ “Hello, World!” Program**

```cpp
#include <iostream>
using namespace std;

int main() {
    std::cout << "Hello, World!";
}
```

In Python, as shown in figure 3.2.3, the print command is much simpler, making the life of the programmer much easier. However, Python presents a problem in that there are two popular versions of Python, and sometimes changes present simplicity issues. A look at figure 3.2.4 shows the same “Hello, World!” application in Python 2.x, while figure 3.2.3 showed the application in Python 3.x. Overall, changes like this between Python 2.x and Python 3.x are few and far between and do not affect simplicity.

**Figure 3.2.3: Python 3.x “Hello, World!” Program**

```python
print("Hello, World!")
```

**Figure 3.2.4: Python 2.x “Hello, World!” Program**

```python
print "Hello, World!"
```
On the other side of simplicity, multiplicity of features, there is another distinct difference between Python, and the two C-based languages. For example, in C++ and Java, you can increment a variable in four ways: \( x = x + 1; \) \( x += 1; \) \( x++; \) \( ++x. \) This is demonstrated in figure 3.2.5 for Java, and reduces simplicity.

**Figure 3.2.5: Java Incrementing**

```java
6: {  
7:     public static void main (String[] args) throws java.lang.Exception  
8:     {  
9:         int x = 0;  
10:         System.out.println(x);  
11:         x = x + 1;  
12:         System.out.println(x);  
13:         x += 1;  
14:         System.out.println(x);  
15:         x++;  
16:         System.out.println(x);  
17:         ++x;  
18:         System.out.println(x);  
19:     }  
20: }
```

A program like Python, which has a philosophy supporting simplicity, does not allow as many multiplicity features for this reason.

### 3.3 Orthogonality

Orthogonality relates to primitive features, particularly data types, being independent of the context in which they can be used. If a language is orthogonal, as an example, each operator can be applied to each data type. This feature facilitates easier learning of the language. ([Foster, 2014c]) The more orthogonal a language is, the more language simplicity is improved, as there are fewer exceptions.
In Java, the public and static keywords do not interfere with each other, so they are both orthogonal. Further, there are multiple ways to solve a problem in Java, which lends itself to being non-orthogonal. For example, a programmer may use a “for loop” or a “while loop” to solve the same problem.

In C-based languages, there are certain examples of non-orthogonality:
- Records can be returned from functions, but arrays cannot.
- A member of a struct can have any type except void or a structure of the same type.
- An array element can be any data type except void or a function.
- Parameters are passed by value, unless they are arrays, in which they are passed by reference.
- \(a + b\) usually means that they are added, unless a is a pointer the value of b may be changed before the addition takes place.

In Python, the language is known to be syntactically orthogonal, but semantically not. There are many ways to do things in Python, which can serve as unnecessary complexity or added options. The programming community has many established opinions on whether or not languages such as Java, C++ and Python are to be considered orthogonal. Overall, there is no definitive answer, as each language is more or less orthogonal than any other. Much of the discussion of orthogonality surrounds which definition someone is using.

As a general overview, each language, Java, C++ and Python has been expanded to handle several types of programming problems, as reiterated in another section of this paper, and is likely to have several non-orthogonal features. All three languages allow for recursive and iterative solutions to the same problems, which is another display of non-orthogonality in the language.

### 3.4 Portability

Portability refers to the ability of the language to work in different environments. The pre-requisite for portability is the generalized abstraction between the application
logic and system interfaces. When software with the same functionality is produced for several computing platforms, portability is the key issue for development cost reduction.

Java is touted as a massively cross platform language due to its Java Virtual Machine (JVM) and ability to produce portable applications and applets. Java provides three distinct types of portability: source code portability, CPU architecture portability, and OS/GUI portability.

Source code portability is the simplest and most familiar form of portability, and a given Java program should produce identical results regardless of the underlying CPU, operating system, or Java compiler. Languages such as C++ have used this idea, but C++ also provides numerous opportunities to create non-portable code as well. Unless programs written in C++ are designed to be portable from the beginning, the ability to move to different machines is more theoretical than practical. The semantics in C++ are looser, while the semantics in Java are more rigorous and leaves less up to the implementer.

CPU architecture portability is where Java produces object code, called J-code, for a CPU that does not yet exist, where most compilers produce object code that runs on one family of CPU, or at least for one CPU type at a time. For each real CPU on which Java programs are intended to run, a Java interpreter, or virtual machine, executes the J-code. This non-existent CPU allows the same object code to run on any CPU for which a Java interpreter exists.

OS/GUI portability is where Java provides a set of library functions that talk to an imaginary OS and imaginary GUI. Every Java implementation provides libraries implementing this virtual OS/GUI. This is unlike languages like C++ that have to deal with different operating system and GUI API calls. Thus, it is easy to conclude that Java has powerful portability capability. ([Java, 2014a])

C++ is still a very portable language due to its availability on all major operating systems from the numerous compilers that have been developed due to its popularity. However, not all target compilers use the same standard; there is C++98, C++03, C++TR1
or C++11. Depending on what standard the code is written in, with newer standards having less compliance with the range of compilers, the portability may change. When GUI comes to question, there are cross-platform options (such as QT), but it may be wise to keep the UI platform-specific depending on the situation, due to the GUI API calls mentioned before. ([C++, 2014a])

Python also has excellent portability, with stock Python offering a portable set of bindings to support portable GUIs across Unix, MacOS, and Windows. There are numerous third-party Python libraries that can be packaged together to enhance the portability of a programming language. For example, Portable Python ([Python, 2014a]) allows a user to run Python from a USB storage device to have a portable programming environment.

3.5 Programming Environment

The programming environment of a language is important for a programmer to comfortably use a language, and there are many options. Specifically, a programming environment is checked against useful, user-friendly features, such as debugging, for the programmer. Whether the language is interpretive, which is more user-friendly, or compiler-based, which is more efficient, is also a point of interest. ([Foster, 2014c])

For Java programming environments, there are two stand-out integrated development environments (IDEs), NetBeans and Eclipse, which are industry standards. Eclipse allows a programmer to start a Java program in Debug mode, and has a special Debug perspective which gives the programmer a preconfigured set of views. In this perspective the programmer can control the execution process of the program and can investigate the state of the variables by setting breakpoints. Further, a program can trace errors by printing debugging messages to standard output when in Debug mode. This uses the Plugin.isDebugging and Platform.getDebugOption methods. ([Java, 2014b]) NetBeans packs a visual editor which makes GUI development a straightforward process, and saves a programmer from unnecessary coding. (Java, 2014c]) Although these features are useful, there is a lot of added features that may confuse programmers and are likely unnecessary for the majority of users.
Finally, Java compiles source code into an intermediate language, expressed generically as “byte code”, using a just-in-time (JIT) compiler. This is due to the portability of Java and is one of the reasons it is able to run on any hardware. The Java Virtual Machine (JVM) interprets the compiled .class (byte code) file and converts it into machine specific instructions. JIT compilation has made the Java VM competitive in terms of performance when compared to natively compiled code.

For C++ programming environments, NetBeans and Eclipse are both compatible IDEs due to their extensibility and plugin support, although the downsides of how bloated they are still plays a factor. Fortunately, the useful debugging and visual editing features are available using C++ when extended. Visual Studio is another option for C++ programmers, although it is costly, while NetBeans and Eclipse are both free. Conclusively, the popularity of Java and C++ have produced programming environments that have plenty of support, arguably too much support.

Unlike Java, the C++ language does not use a JIT compiler and interpreter, but a specific compiler depending on the system being used and the IDE of choice. As mentioned in section 3.4 on portability of systems, there are multiple standards for target compilers. For example, Visual Studio uses the Visual Studio C++ compiler, while some recommend learning C++ using the GNU GCC compiler. The choice of compilation and functionality of an IDE comes down to user preference, as there are many options.

In similar fashion, Python has many programming environments, including NetBeans, Eclipse, and Visual Studio support through the use of plugins. Another upcoming IDE, PyCharm, provides quick code navigation, code completion, refactoring, unit testing and a debugger. There is an edition that fully supports Web development with Django, Flask, Mako and Web2Py and allows developing remotely. The complexity of such an IDE is beyond the scope of a new developer, but may be appropriate and useful for an intermediate or experienced programmer. Overall, the differences in IDEs between the three languages is small and is likely similar for any other popular language.

For compilation, Python is compiled to bytecode and then interpreted in a virtual machine, similar to Java, as reiterated in the translation process section. If the Python compiler is able to write out the bytecode into a .pyc file, it will usually do so. However,
there is no explicit compilation step in Python as there is with Java or C++. Python also offers an interactive prompt where you can type Python statements and have them executed immediately. This means that the workflow in Python is much more similar to that of an interpreted language than that of a compiled language. To many developers, this distinction of workflow is more important than whether there is an intermediate bytecode step, and lends itself as a better environment to work in.

3.6 Usage Cost

Usage cost refers to the cost of languages based on several constituents ([Foster, 2014c]):

- **Training Cost:** This is significantly increased if the language is difficult to learn.
- **Development Cost:** If it is difficult to use the language, it is undesirable.
- **Compilation Cost:** If the compiler is not efficient, this creates a system drag.
- **Program Execution Cost:** If the language requires many run-time checks, this could inhibit efficient execution.
- **Marketing Cost:** Languages that are free or relatively inexpensive will attract more takers, especially if the product is good.
- **Unreliability Cost:** Failure of a system due to language unreliability can be quite costly.
- **Maintenance Cost:** If the language is difficult to learn and use, this will affect the maintainability of systems developed with the language.

Much of the usage cost can be developed from a sense of the previous criteria for evaluating programming languages. As discussed in section 3.1, readability, and section 3.2, simplicity, Python is considered the most understandable and easy-to-learn language out of the three languages discussed. This in turn reduces the training cost, development cost and maintenance cost of the language. It was stated that Java is the more readable and simple language compared to C++, thus its training, development and maintenance cost would be less than that of C++. These factors contribute to enterprises and businesses that choose languages to use to develop software solutions.

Compilation cost may affect the languages, but due to the nature of the well-written compilers available for Java, C++ and Python, there is a trivial amount of overhead compared to more important issues, such as runtime performance overhead. It is
important for a C++ programmer to be aware of the compilers that work with the standards of the programming environment and platform they are using, although this will also make negligible difference.

Programming execution cost may be affected by how strongly-typed a language is. The Python language is strongly typed as the interpreter keeps track of all variable types. This is done by not applying types to variables until after something has been assigned to that variable. Coding practices like this reduce execution cost and errors, since the data types do not need to be checked.

As for marketing cost, Java, C++ and Python are all free languages that have large communities that produce free programming environments, namely the IDEs or compilers, which developers may use. Overall, the marketing cost of these languages has minor differences and the free nature has further led to their popularity growth.

Further discussion of language features below lends itself to certain categories of usage cost and is stated as so.

**4. Translation Process**

The translation process, or compilation process, is the series of stages that the program passes through in order to be converted from source code to object code. The process (as discussed in [Foster, 2014d] and outlined in figure 4.1) involves three stages; namely, lexical analysis, syntax analysis, and code generation. Compiled languages go through this translation process, and an understanding lends itself to how languages work.

**Figure 4.1:** Translation Process
The figure depicts the conversion of instructions written in a high-level language program to machine readable instructions for implementation. In lexical analysis, the source code is converted to a sequence of characters and terminal symbols from the character set of the language. All symbols identified must be defined by the grammar of the language. These symbols are loaded into the symbol table, which contains critical information relating to identifiers, data items, subprograms and other program components. An example of symbol table contents is depicted in figure 4.2.

**Figure 4.2: Example Symbol Table Contents**

<table>
<thead>
<tr>
<th>Name</th>
<th>Object Type</th>
<th>Description</th>
<th>Address</th>
<th>No. Of Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add</td>
<td>Prog Name</td>
<td>Program Name</td>
<td>604A0</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>Variable</td>
<td>Integer variable</td>
<td>604C1</td>
<td>4</td>
</tr>
<tr>
<td>b</td>
<td>Variable</td>
<td>Integer variable</td>
<td>604C5</td>
<td>4</td>
</tr>
<tr>
<td>Sum</td>
<td>Variable</td>
<td>Integer variable</td>
<td>604C9</td>
<td>4</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In syntax analysis, the syntax tree – a hierarchical representation of the source code – is produced based on the syntax of the language. The analysis determines whether the sequence of symbols, given a certain grammar, belongs to the language. A finite state machine is useful to test the validity of an input string, but only for regular grammars. A deterministic finite state machine (DFSM) may be an alternative to a syntax tree. A derivation tree is depicted in figure 4.3.

**Figure 4.3: Example Derivation Tree Contents**
The output of the lexical analysis is the input to the syntax analysis, and the output of the syntax analysis is the input of the code generation.

The process may occur via a single pass, or multiple passes. Multi-pass compilers typically use two or three passes to convert the source code to optimized object code. In single-pass compilation, code analysis and code generation are done in the same phase. In two-pass compilation, code analysis is typically done in the first phase and code generation in the second phase. In three-pass compilation, two approaches are prevalent. In the first approach, pass one is used for source code analysis, pass two for initial code generation, and pass three for code optimization. In the second approach, pass one is used for source code analysis, pass two for the generation of an intermediate code, and pass three for the generation of the final optimized code. ([Foster, 2014e])

The Java programming language makes use of three-pass compilation by generating an intermediate code before generating the final optimized code. The compiler would allocate the memory location during the semantic analysis, leading to all declarations being processed before their use. The benefit of being a multi-pass compilation is machine independence, since the passes can be reused for different hardware and machines, and more expressive languages. [Java, 2014d] This ties in well with understanding Java’s focus on portability and hardware independence.
In C++, the full compilation process is a four-step process. The four steps are identified below. Note this is separate from whether the compiler uses multi-pass compilation.

1. The C++ preprocessor copies the contents of the included header files into the source code file, generates macro code, and replaces symbolic constants defined using #define with their values.
2. The expanded source code file produced by the C++ preprocessor is compiled into the assembly language for the platform.
3. The assembler code generated by the compiler is assembled into the object code for the platform.
4. The object code file generated by the assembler is linked together with the object code files for any library functions used to produce an executable file.

One useful note of the compilation process for C++ is that you can stop the compilation of each source code file separately. The advantage of this is that you do not need to recompile everything if you only change a single file. On the topic of compiler passing, it depends on the compiler. The “.gcc” compiler does a single pass, whereas other compilers like those used by Visual Studio use two passes. The two passes would occur once for the preprocessor and then once for the compiler.

Python runs the advantage of interpreting code when a program first executes, then having the code compiled into bytecode. When next time the program is run, Python runs the bytecode, not the program file. Python only recreates the bytecode if you change the program file. Thus, Python combines the advantages of both interpretation and compilation. The Python process may also vary depending on the implementation of the language. The bytecode can be interpreted (CPython) or JIT compiled (PyPy).

5. Data Types, Variables and Support for Abstraction

This section contains:
- Data Types and Variables
- Support for Abstraction

5.1. Data Types and Variables
Data types and variables are basic components typically featured in the syntax of a programming language. A data type describes a set of data values and a set of predefined operations that are applicable to the data items belonging to the set. ([Foster, 2014f]) A primitive data type is a data type that is not defined in terms of other data types, and is the building block for data representation in a programming language. Most programming languages support the following data types: integer, real number, Boolean, character, and String. A variable is a name or identifier used to specify a data item. During the translation process, variables are translated to memory locations at execution-time. ([Foster, 2014g]) In some languages, external names are restricted to a specific length or to specific character sets.

Java implements variations of the integer type; namely, byte, short, int and long. (Java, 2014e) C++ implements the variations char, short, int, long and long long, which may be signed or unsigned. (C++, 2014b) Python supports four different numerical types; integers, long, float, and complex. These variations allow Java, C++ and Python to cater to the needs of scientific and business applications without using more scope than necessary. Further, Python does not require that the programmer declares the type on a variable. The declaration happens automatically when you assign a value to a variable.

Figure 5.1.1 demonstrates the range of the Java variations and the use of variables to store values. Figure 5.1.2 demonstrates the use of signed and unsigned variations in C++, with signed including negative numbers of the same range as unsigned data types. Figure 5.1.3 demonstrates number examples for each type in Python. (Python, 2014b)

**Figure 5.1.1:** Java Integer Type Variations and Variable Use
Figure 5.1.2: C++ Integer Type Variations and Variable Use

```cpp
5 class DataTypes {
6     public static void main (String[] args) throws java.lang.Exception 
7     {
8         byte b = 125; // range -128 to 127 (inclusive)
9         short s = 32000; // range -32,768 to 32,767 (inclusive)
10        int i = (int)Math.pow(2, 30); // range -2^31 to (2^31)-1
11        long l = (long)Math.pow(2, 60); // range -2^63 to (2^63)-1
12        
13        System.out.println(b + "\n" + s + "\n" + i + "\n" + l);
14     }
15 }
```

Success time: 0.07 memory: 380160 signal:0
125
32000
1073741824
11529215846068846976

Figure 5.1.3: Python Numerical Types

```python
4 - int main() {
5     char c = -128; // signed; range -128 to 127
6     unsigned char u_c = 255; // range 0 to 255
7     int i = -2147483648; // signed; range -2,147,483,648 to 2,147,483,647
8     unsigned int u_i = 4294967295; // range 0 to 4,294,967,295
9     short s = -32768; // signed; range -32768 to 32,767
10    unsigned u_s = 65535; // range 0 to 65,535
11    long l = -2147483648; // signed; range -9,223,372,036,854,775,808 to 9,223,372,036,854,775,807
12    unsigned long long u_ll = 18446744073709551615;
13     
14    std::cout << c << "\n" << u_c << "\n" << i << "\n" << u_i << "\n" << s << "\n" << end1;
15    std::cout << u_s << "\n" << l << "\n" << u_l << "\n" << ll << "\n" << u_ll;
16 }
```

Success time: 0.00 memory: 3340 signal:0
-2147483648
4294967295
-32768
65535
-2147483648
4294967295
-9223372036854775808
18446744073709551615

Figure 5.1.3: Python Numerical Types
Java implements real numbers as floats or doubles, with a float being a single-precision 32-bit floating point and a double being a double-precision 64-bit floating point. In similar fashion, C++ caters to both float and double real numbers as well, which is expected from two languages based on C. The Python language deviates from using a double and instead uses the complex data type shown from figure 5.1.3.

There are two more primitive data types in Java, boolean and char, as well as the String class, which is considered an advanced data type since it is technically a class. C++ also includes char, bool and string types while Python includes string, tuples, lists, and dictionary data types, with the latter three acting similar to various arrays. Similarly, all three languages have a small subset of data types available.

As mentioned previously, Python does not bind attributes to variables until runtime. This is known as dynamic binding, and reduces the memory space needed for variable definitions. Java and C++ are known as static binding, as binding of attributes to variables occurs before runtime, which is why variable data types must be declared. Java is known as a strongly typed language, having each variable name associated with a single data type. C++ is not a strongly typed language. Detecting data type violations early in the translation process tends to occur for strongly typed languages. Intuitively, this means that Python does not require detection, Java detects errors early, and C++ does not detect until further in the compilation process. This contribute to program execution and compilation cost.

Overall, some languages allow data type conversions. Implicit conversions involve promotion from a lower range to a higher range (e.g. integer to real number). Implicit
conversions work in C++ and Java through the compiler. Explicit conversions involve
demotion from a higher range to a lower range, or conversion across apparently
dissimilar ranges (e.g. object to string). Explicit conversions work in C++ and Java by
casting. ([Foster, 2014h]) Python handles implicit and explicit conversions through the
use of built-in functions. The functions return a new object representing the new value.

5.2. Support for Abstraction

Abstraction refers to the ability to make a class abstract in object-oriented
programming. An abstract class is one that cannot be instantiated. All other
functionality of the class still exists, and its fields, methods, and constructors are all
accessed in the same manner. You just cannot create an instance of the abstract class.

If a class is abstract and cannot be instantiated, the class does not have much use unless
it is a subclass. This is typically how abstract classes come to be in use. A parent class
contains the common functionality of a collection of child classes, but the parent class
itself is too abstract to be used on its own.

In Java, the “abstract” keyword is used to declare a class as abstract. The keyword
appears in the class declaration somewhere before the class keyword. Inside a parent
class, methods may also be declared as abstract. The abstract keyword is also used to
declare a method as abstract. An abstract method consists of a method signature, but no
method body. An abstract method would have no definition, and its signature is
followed by a semicolon, not curly braces. An example of this is shown in figure 5.2.1.

Figure 5.2.1: Java Abstract Class and Method

```
  8    public abstract class Employee {
  9      private String name;
 10      private String address;
 11      private int number;
 12      
 13      public abstract double computePay();
 14  }
```

Declaring a method as abstract has two results:
- The class must also be declared abstract. If a class contains an abstract
  method, the class must be abstract as well.
Any child class must either override the abstract method or declare it abstract.

In C++, any program where you implement a class with public and private members is an example of data abstraction. The benefits of this are that class internals are protected from inadvertent user-level errors, which might corrupt the state of the object, and the class implementation may evolve over time in response to changing requirements or bug reports without requiring change in user-level code.

Abstraction separates code into interface and implementation. So while designing a component, the interface must be kept independent of the implementation so that if you change underlying implementation the interface would remain intact.

In Python 2.6 and later, abstract base classes do exist and allow you to specify methods that must be implemented in subclasses. Further, since Python, as well as C++, supports multiple inheritances, it does not use interfaces and you would want to use base classes or abstract base classes. Figure 5.2.2 demonstrates how to implement abstract methods.

**Figure 5.2.2: Python Abstract Methods**

```python
import abc

class PluginBase(object):
    __metaclass__ = abc.ABCMeta

    @abc.abstractmethod
    def load(self, input):
        """Retrieve data from the input source and return an object."""
        return

    @abc.abstractmethod
    def save(self, output, data):
        """Save the data object to the output."""
        return
```

6. **Expressions and Assignment Statements**

This section contains:

- Expressions
- Assignment Statements
6.1 Expressions

Like data types and variables, expressions are basic components typically featured in the syntax of a programming language. Expressions are the building blocks for arithmetic and Boolean uses, as well as assignment statements. Expressions are influenced by operators, operator precedence, type mismatches, data coercion, and short circuit evaluations. ([Foster, 2014i])

Essentially, an expression is a, “construct made up of variables, operators, and method invocations, which are constructed according to the syntax of the language, that evaluate to a single value.” ([Java, 2014f]) The C++ standard defines expressions as, “a sequence of operators and operands that specifies a computation.” Examples include 42, 2 + 2, “Hello, World!” and func(“argument”), which all produce values. Figure 6.1.1 demonstrates an expression by utilizing the Backus-Naur Form (BNF) notation. This describes how an expression can be broken down into operators, variables and numbers to result in a single value.

Figure 6.1.1: BNF Notation of an Expression

```
<expression ::= <expression> + <term> | <expression> - <term> | <term>
<term ::= <term> * <factor> | <term> / <factor> | <factor>
<primary ::= <primary> ^ <factor> | <primary>
<primary ::= <primary> | <element>
<element ::= (expression>) | <variable> | <number>
<number ::= <digit> | <number> <digit>
<digit ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9
```

Arithmetic expressions are used for evaluating values that will be used in assignment statements or other Boolean checks. C-based languages have more operators compared to Pascal or Ada. ([Foster, 2014j]) The simplest is the assignment operator discussed below, with others including arithmetic operators, as seen here, compound assignment operators, also discussed below, relational operators, comparison operators, bitwise operators, comma operators and logical operators. C++ and Java also include an alternative ternary operator for conditions. Most operators are outside the scope of this discussion.
Languages such as C++ allow the programmer to overload most of the operators by creating operator functions so that they relate to complex objects. Indirectly, Java approaches the flexibility of C++ by allowing manipulation of all objects as instances of the Object class.

Conditional expressions are used to evaluate a statement as true (a non-zero value) or false (0), such as inside an if-statement. The data type of the value returned by an expression depends on the elements used in the expression. Figure 6.1.2 shows examples of expressions, illustrated in bold.

**Figure 6.1.2: Expression Examples**

```java
int cadence = 0; // cadence represents the value 0
anArray[0] = 100; // anArray[0] represents the value 100
// The + operator concatenates the inside of the println to form one string value.
System.out.println("Element 1 at index 0: " + anArray[0]);

int result = 1 + 2; // arithmetic expression that represents the value 3
if (value == value2) // conditional expression that represents either 0 or non-zero
System.out.println("value1 == value2"); // no manipulation done is still an expression
```

Expressions are the same in Java, C++ and Python, in the sense that they are all parts of a statement that result in a value, although the syntax may change slightly depending on the language.

### 6.2 Assignment Statements

Statements are roughly equivalent to sentences in natural languages. A statement forms a complete unit of execution, while an expression forms a portion of execution. In figure 6.1.2, the bold sections of the code were expressions, while each line of code is a statement. Thus, statements include things like variables and printing commands.

In Java, an assignment statement has the following form:

```java
variable = expression;
```
This statement changes the value of the variable on the left side of the equal sign, which is the assignment operator, to the value of the expression on the right-hand side. The variable is often just specified by a variable name, but there are also expressions that specify variables. Java treats an assignment as both an expression and as a statement. What officially makes this a statement is the use of a semicolon. As an expression, its value is the value assigned to the variable. This is done to allow multiple assignments in a single statement, such as:

```
a = b = 5;
```

By treating \( b = 5 \) as an expression with the value 5, Java makes sense of this statement by assigning 5 to \( a \), as well as 5 to \( b \). This is essentially a shortcut way of programming that may improve, or reduce, readability and simplicity depending on the viewpoint of the programmer. Further shortcuts can be found in using compound assignment operators. A compound assignment operator is an operator that performs a calculation and an assignment at the same time. All eleven Java and C++ binary arithmetic operators have equivalent compound assignment operators, as depicted in table 6.2.1.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>+=</td>
<td>Addition and assignment</td>
</tr>
<tr>
<td>-=</td>
<td>Subtraction and assignment</td>
</tr>
<tr>
<td>*=</td>
<td>Multiplication and assignment</td>
</tr>
<tr>
<td>/=</td>
<td>Division and assignment</td>
</tr>
<tr>
<td>%=</td>
<td>Remainder and assignment</td>
</tr>
<tr>
<td>&gt;&gt;=</td>
<td>Signed right bit shift and assignment</td>
</tr>
<tr>
<td>&lt;&lt;=</td>
<td>Signed left bit shift and assignment</td>
</tr>
<tr>
<td>&gt;&gt;=</td>
<td>Unsigned right bit shift and assignment</td>
</tr>
<tr>
<td>&amp;=</td>
<td>Bitwise AND and assignment</td>
</tr>
<tr>
<td>^=</td>
<td>Bitwise exclusive OR and assignment</td>
</tr>
<tr>
<td></td>
<td>=</td>
</tr>
</tbody>
</table>

Clarified in Python documentation, assignment statements are used to, “(re)bind names to values and to modify attributes or items of mutable objects.” The BNF notation of a Python assignment statement is depicted in figure 6.2.1.

**Figure 6.2.1**: BNF Notation – Python Assignment Statement
The Python language also uses only seven compound assignment operators, as opposed to the eleven mentioned in table 6.2.1 for Java and C++. The first five are the same as those in Java and C++. All seven operators for Python are depicted in table 6.2.2 below.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>+=</td>
<td>Addition and assignment</td>
</tr>
<tr>
<td>-=</td>
<td>Subtraction and assignment</td>
</tr>
<tr>
<td>*=</td>
<td>Multiplication and assignment</td>
</tr>
<tr>
<td>/=</td>
<td>Division and assignment</td>
</tr>
<tr>
<td>%=</td>
<td>Remainder and assignment</td>
</tr>
<tr>
<td>**=</td>
<td>Exponent and assignment</td>
</tr>
<tr>
<td>//=</td>
<td>Floor division and assignment</td>
</tr>
</tbody>
</table>

Likewise, all three languages use the simple assignment operator as a single equal sign.

7. **Control Structures & Subprograms**

This section contains:
- Importance of Structures
- Selection Structures
- Iteration Structures
- Recursion
- Subprograms

### 7.1 Importance of Structures

Control structures are the building blocks for constructing program logic. The fundamental control structures are as follows:
- Sequential structures
- Selection structures
- Iteration structures
- Recursion

A control structure is a block of programming that analyzes variables and chooses a direction in which to go based on given parameters. The term flow control details the direction the program takes. Hence, control structures represent the basic decision-making process in computing. Figure 7.1.1 shows the flow of the first three structures.

**Figure 7.1.1:** Selection, Iteration and Sequential Structures Flow

![Diagram showing selection, iteration, and sequence structures]

[Structures, 2014]

A real world example of the importance of a control structure is demonstrated in Figure 7.1.2. Similarly, programming situations must determine the proper course of action when running and manipulating data.

**Figure 7.1.2:** Control Structure Demonstration

| Precondition: The vehicle is in motion. |
| Control Structure |
  | Is the traffic light green? If so, then the vehicle may stay in motion. |
  | Is the traffic light red? If so, then the vehicle must stop. |
| End of Control Structure |
| Postcondition: The vehicle comes to a stop. |

The default condition, a sequential structure, executes instructions one after another. This may occur if only simple operations, such as carrying out a series of math
equations, are necessary. Depending on the anticipated conditions, different structures may be used. These control structures may also be combined.

7.2 Selection Structures

Selection structures facilitate decisions based on certain pre-conditions. The If-Structure and Case-Structure are supported by most programming languages, but the syntax may vary. In C-based languages, the syntax remains the same. ([Foster, 2014k]) The If-Structure may be a single-alternative selection, where a condition is evaluated and executed only if it is true, or a dual-alternative selection, that executes certain code if it is true and certain code if it is false. The Case-Structure may be viewed as a multiple-alternative selection, where multiple conditions are evaluated.

7.2.1 If-Structure

The If-Structure is the type of structure that would be implemented to handle the demonstration in figure 7.1.1. If something is true, execute, otherwise skip it or execute something else. A generic representation of an If-Structure is depicted in figure 7.2.1.

Figure 7.2.1: Generic Representation of If-Structure

```
If (condition)
    Statement(s);
[Else
    Statements;]
End-If;
```

This representation proves accurate for C++ and Java, as depicted in figure 7.2.2.

Figure 7.2.2: C++ and Java Representation of If-Structure
The Python syntax is slightly different, as python does not use parenthesis in conditional expressions and utilizes colons instead of brackets. Further, although all three examples showcase the use of whitespace indentation, only Python requires it. Figure 7.2.3 depicts the syntax for a Python If-Structure.

**Figure 7.2.3: Python Representation of If-Structure**

Multiple If-Structures may be used to check multiple conditions, and in some cases this is appropriate. When there are multiple conditions to check that warrant different statements to occur, a case structure may be used to improve readability and simplicity.

### 7.2.2 Case-Structure

A Case-Structure allows a programmer to perform certain actions when one of many conditions is met. The structure provides multiple alternatives. It inspects a value and
chooses the path of execution that is assigned to that value. An example of a Case-Structure is the switch statement. Figure 7.2.4 represents a generic Case-Structure.

**Figure 7.2.4: Generic Representation of Case-Structure**

<table>
<thead>
<tr>
<th>Case Variable</th>
<th>Expression is</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value-1</td>
<td>Statement(s);</td>
</tr>
<tr>
<td>Value-2</td>
<td>Statement(s);</td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>Value-N</td>
<td>Statement(s);</td>
</tr>
<tr>
<td>Otherwise</td>
<td>Statement(s);</td>
</tr>
<tr>
<td>End-Case</td>
<td></td>
</tr>
</tbody>
</table>

The representation of a case-structure in C++ and Java is depicted in figure 7.2.5. One difference between Java and C++ is that Java 7 allows string values to be checked as expressions of a switch statement, while C++ does not.

**Figure 7.2.5: Java and C++ Representation of Case-Structure**

In Python, a Case-Structure requires a different approach, as there is no switch statement available to programmers. This has created discussions among the Python community, although alternatives have proven useful. One alternative is to create a Python class to mimic a switch statement. Once the class has been implemented, the syntax is relatively similar to C-based languages. This example is shown in figure 7.2.6.

**Figure 7.2.6: Python Representation of Case-Structure**
The iteration structure executes a sequence of statements repeatedly as long as a condition holds true. All imperative and OO languages have iteration structures. The common structures are the While-Structure, the Repeat-Until-Structure and the For-Structure. Similar to selection structures, all C-based languages have similar syntax. (Foster, 2014) Choosing which structure occurs based on whether there is a known amount of iterations, an unknown amount or knowledge that code must occur once.

### 7.3.1 While-Structure

```python
class switch(object):
    def __init__(self, value):
        self.value = value
        self.fail = False

    def __iter__(self):
        """Return the match method once, then :"""
        yield self.match
        raise StopIteration

    def match(self, *args):
        """Indicate whether or not to enter a :"""
        if self.fail or not args:
            return True
        elif self.value in args: # changed for
            self.fail = True
            return True
        else:
            return False

x = 3;

for case in switch(x):
    if case(1):
        print("x = 1")
        break
    if case(2):
        print("x = 2")
        break
    if case(3):
        print("x = 3")
        break
    if case(): # default, could also just omit
        print("x < 1 || x > 3")
```

Output

Success time: 0.1 memory: 10088 signal:0

x = 3
The While-Structure continually executes a block of statements while a particular condition is true. The while statement evaluates an expression, which must return a Boolean value. If the expression evaluates to true, the while statement executes the statement(s) in the while block. The while statement continues testing the expression and executing its block until the expression evaluates to false. This is useful when an unknown amount, from zero to numerous, of iterations are expected. A generic representation of a While-Structure is depicted in figure 7.3.1.

**Figure 7.3.1: Generic Representation of While-Structure**

```
While (condition) Do the following:
    Statement(s);
...
End-While;
```

Figure 7.3.2 demonstrates a While-Structure printing values 1 to 5 in Java and C++ while figure 7.3.3 demonstrates the same While-Structure in Python. As expected, the C-based languages have consistent syntax, while Python has slightly different syntax, but overall contains the same underlying structure.

**Figure 7.3.2: Java and C++ Representation of While-Structure**

```
Java
class WhileStructure {
    public static void main (String[] args) {
        int x = 1;
        while (x <= 5) {
            System.out.println("x = " + x);
            x++;
        }
    }
}

C++
int main() {
    int x = 1;
    while (x <= 5) {
        cout << "x = " << x << endl;
        x++;
    }
}
```

**Figure 7.3.3: Java and C++ Representation of While-Structure**

```
Java
x = 1
x = 2
x = 3
x = 4
x = 5

Python
x = 1
x = 2
x = 3
x = 4
x = 5
```
Figure 7.3.3: Python Representation of While-Structure

```python
2  x = 1
3
4  while x <= 5:
5      print("x = ", x)
6      x = x + 1
```

Success time: 0.03 memory: 1
x = 1
x = 2
x = 3
x = 4
x = 5

7.3.2 Repeat-Until-Structure

The difference between a While-Structure and Repeat-Until-Structure is that a Repeat-Until-Structure evaluates its expression at the bottom of the loop instead of the top. Therefore, the statements within the “do” block are always executed at least once. A generic representation of a Repeat-Until-Structure is depicted in figure 7.3.4.

Figure 7.3.4: Generic Representation of Repeat-Until-Structure

<table>
<thead>
<tr>
<th>Do the following:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statement(s);</td>
</tr>
<tr>
<td>…</td>
</tr>
<tr>
<td>Until (condition);</td>
</tr>
</tbody>
</table>

Figure 7.3.5 demonstrates a Repeat-Until-Structure printing values 1 to 5 in Java and C++ while figure 7.3.6 demonstrates the same Repeat-Until-Structure in Python. Python does not have a built-in Repeat-Until-Structure, but there are ways to mimic one by using a While loop. This includes utilizing the break statement to exit the loop once a condition is met.

Figure 7.3.5: Java and C++ Representation of Repeat-Until-Structure
Figure 7.3.6: Python Representation of Repeat-Until-Structure

```
2  x = 1
3
4  while True:
5      print("x = ", x)
6      x = x + 1
7      if not x <= 5:
8          break;
```

Success time: 0.03 memory: 6 signal:0
x = 1
x = 2
x = 3
x = 4
x = 5

7.3.3 For-Structure

The For-Structure provides a compact way to iterate over a range of values. Programmers often refer to it as the “for loop” because of the way in which it repeatedly loops until a particular condition is satisfied. The For-Structure is useful
when the amount of iterations needed is known. A generic representation of a For-Structure is depicted in figure 7.3.7.

**Figure 7.3.7:** Generic Representation of For-Structure

```
For Variable := Value1 To Value2 with increments of Value3, Do the following:
  Statement(s);
  ...
End-For;
```

Figure 7.3.8 demonstrates a For-Structure printing values 1 to 5 in Java and C++ while figure 7.3.9 demonstrates the same For-Structure in Python. In Java, an enhanced for loop was introduced, mainly used for arrays. In Python, the For-Structure simplifies the loop conditions by using the range() method to iterate through a range of values.

**Figure 7.3.8:** Java and C++ Representation of For-Structure

```java
7  class ForStructure
8  {
9      public static void main (String[] args)
10     {
11         for(int x = 1; x <= 5; x++) {
12             System.out.println("x = " + x);
13         }
14     }
15 }
```

```cpp
4 int main() {
5     for(int x = 1; x <= 5; x++) {
6         cout << "x = " << x << endl;
7     }
8 }
```

**Figure 7.3.9:** Python Representation of For-Structure

```python
4 def main():
5     for x in range(1, 6):
6         print(f"x = {x}")
```

```python
Success time: 0.07 memory: 380224 signal:0
x = 1
x = 2
x = 3
x = 4
x = 5
```
Recursion is the ability of a subprogram to invoke itself. All contemporary programming languages support recursion. The main reasons to use recursion over iteration are that it is more intuitive in many cases when it mimics certain problems, and some data structures like trees are easier to explore using recursion.

A programmer must be able to detect whether an algorithm for certain problems can be developed easier through iteration or recursion before selecting the appropriate strategy. It is currently correct to say that everywhere recursion is used an iterative strategy could be used. The Fibonacci sequence is one example of a problem that may utilize a recursive solution effectively.

All three languages, Java, C++ and Python, have the ability to use recursion. Figures 7.4.1 and 7.4.2 depict all three languages solving a factorial problem by creating a method called factorial. It must be noted that all three solutions could have been solved iteratively. Conclusively, all three languages are similar in solving recursive problems.

**Figure 7.4.1:** Java and C++ Factorial Recursive Function
For completeness, figure 7.4.3 shows a generic factorial iterative function to compare.

**Figure 7.4.3:** Generic Factorial Iterative Function

```java
class Recursive {
    public static void main(String[] args) {
        int x = factorial(5);
        System.out.println("x = "+x);
    }
    public static int factorial(int n) {
        if (n == 1) return 1;
        return n * factorial(n-1);
    }
}
```

```cpp
int factorial(int n) {
    if (n == 1) return 1;
    return n * factorial(n-1);
}
```
7.5 Subprograms

Subprograms are the building blocks for structuring a program into readable components that are easy to follow. Further clarified, a subprogram is a component of a program that carries out a specific activity or set of related activities. ([Foster, 2014m])

The terminology for subprograms ranges from procedure, function, method to routine.

Subprograms exhibit the following properties:

- The subprogram has a single entry point
- On execution of the call, the calling program component is suspended, and control is transferred to the called subprogram. When the subprogram completes, control is returned to the calling statement.
- The subprogram may be defined with parameters, in which case it must be called with corresponding arguments.

A subprogram contains a heading and a body, with the heading containing the name of the subprogram, the return type, parameters, and in some cases, accessibility keywords.

Different languages employ different structures for subprograms, which must be factored into design issues and ease-of-use. Among the commonly known structures are the following:

- **Separate Subprograms**: Subprograms are written in separate files.
- **Integrated Nested Subprograms**: Subprograms are part of the program file, and can be nested.
- **Integrated Independent Subprograms**: Subprograms are part of the program file, and cannot be nested.
- **Non-separate Subprograms**: Subprogram definitions are not separated from the main program.

In the Java and C++ languages, subprograms are integrated independent subprograms. The subprograms are part of the program file, and cannot be nested. However, Python implements subprograms as integrated nested subprograms. The subprograms are part of the program file, and can be nested. This difference is slight, but may allow for more
flexibility for a programmer. It also may add confusion for a beginner, which reduces readability and simplicity of the language.

Referring back to figures 7.4.1 and 7.4.2, the subprograms are the factorial functions. In Java, the subprograms can be defined after usage, while in C++ and Python, the factorial subprogram had to be defined ahead of time. If this does not occur, the programmer will receive an error. It is essential that these design issues are understood before someone in the software development field attempts to implement subprograms.

A look at figure 7.5.1 depicts the usage of nested subprograms in Python.

**Figure 7.5.1: Integrated Nested Subprograms in Python**

```python
2. def firstSubprogram():
3.     print("First")
4.     def secondSubprogram():
5.         print("Second")
6.     secondSubprogram()
7. firstSubprogram()
```

Parameter handling is another issue to discuss when a subprogram is called. The arguments supplied on the call are copied to their corresponding parameters in a positional manner. Care must be taken on the call to ensure that the supplied arguments are of the same data type as their corresponding parameters.

All major programming languages support pass-by-value, where the argument(s) supplied on the call are copied to the subprogram’s parameters for internal use in the subprogram. Java and C++ also support pass-by-reference, where an access path to the address of each reference argument is provided on the call of the subprogram. As the subprogram executes, changes to its parameter(s) result in changes to the originally supplied argument(s) via the access path(s). Unlike Java and C++, Python utilizes the pass-by-assignment strategy, which is similar to pass-by-reference.
Further, most languages support overloading subprograms, including Java, C++ and Python. The compiler typically distinguishes among the choices based on parameters. A concise way to overload is to create a generic subprogram, which provides the algorithm without specifying the type of data used in the algorithm. Java, C++ and Python all support generics, but Python supports them by default without any special syntax.

8. Support for Inheritance, Polymorphism and File Processing

This section contains:
- Support for Inheritance
- Support for Polymorphism
- Support for File Processing

8.1 Support for Inheritance

Inheritance is the capacity of an object to adopt the features of its parent class on which it has been defined. It also relates to a class adopting the features of another class. Different kinds of objects often have a certain amount in common with each other. Mountain bikes, road bikes, and tandem bikes, for example, all share the characteristics of bicycles. Yet each also defines additional features that make them different. Object-oriented programming allows classes to inherit commonly used state and behavior from other classes. Figure 8.1.1 depicts one superclass with several subclasses.

Inheritance makes it easier to create and maintain an application. This also provides an opportunity to reuse the code functionality and to create fast implementation time. In Java, single inheritance is supported but not multiple inheritances. However, through interfaces and abstract classes, the effect of multiple inheritances can be achieved, while eliminating the drawbacks. Java can block a method from being inheritable via allowing use of the keyword final. In C++, single inheritances and multiple inheritances are allowed. Keywords supported for both languages include public, private and protected.

Figure 8.1.1: A Hierarchy of Bicycle Classes
In the Java programming language, each class is allowed to have one direct superclass, and each superclass has the potential for an unlimited number of subclasses. The syntax for creating a subclass is depicted in figure 8.1.2. At the beginning of the class declaration, the “extends” keyword is used, followed by the name of the class to inherit from. This gives the subclass all the same fields and methods as the superclass, yet allows its code to focus exclusively on the features that make it unique. This makes code for your subclasses easy to read.

**Figure 8.1.2: Syntax for Creating a Java Subclass**

```java
class MountainBike extends Bicycle {
    // new fields and methods
    ...
}
```

In C++, the terminology used is that of a base class (superclass in Java) and derived class (subclass in Java). One difference is that a class can be derived from more than one class, which means it can inherit data and functions from multiple base classes. Java only allowed data to be inherited from one base class.
The syntax for creating a C++ derived class from a base class is depicted in figure 8.1.3. A programmer must be aware of the syntax changes from Java to C++, and the use of two classes in the same program.

**Figure 8.1.3: Syntax for Creating a C++ Subclass**

```cpp
// Base class
class Bicycle {
    public:
        void attributeOne() {
            ...
        }
};

// Derived class
class MountainBike: public Bicycle {
    public:
        int derivedAttribute();
        ...
};
```

A derived class can access all the non-private members of its base class. The different access types according to who can access them are presented in figure 8.1.4.

**Figure 8.1.4: C++ Access Types**

<table>
<thead>
<tr>
<th>Access</th>
<th>public</th>
<th>protected</th>
<th>private</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same class</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Derived classes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Outside classes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

Python allows a programmer to similarly define two classes, with one being a subclass of another. The syntax for Python is depicted in figure 8.1.5. Note the Bicycle.__init__ call in the MountainBike class, which calls the superclass __init__ method. All three languages support this calling, which makes it possible to use and define all values.

**Figure 8.1.5: Syntax for Creating a Python Subclass**

```python
class Bicycle:
    def __init__(self):
        ...

class MountainBike(Bicycle):
    def __init__(self):
        super().__init__()
        ...
```
class Bicycle(object):
    def __init__(self, type):
        self.type = type
    def getType(self):
        return self.type

class MountainBike(Bicycle):
    def __init__(self, type, color):
        Bicycle.__init__(self, "Mountain Bike", "Red")

8.2 Support for Polymorphism

Polymorphism is the ability of an object to take on many forms. The most common use of polymorphism occurs when a parent class reference is used to refer to a child class object. Java supports method overriding, method overloading, and limited operator overloading. Method overriding also extends to abstract classes and interfaces. In C++, function overloading, function overriding, operator overloading, and functions with default arguments are supported. A good way to test if an object is polymorphic is to see if it can pass more than one IS-A test. An IS-A test is described in figure 8.2.1.

**Figure 8.2.1: Polymorphic IS-A Test**

| public interface Vegetarian{} |
| public class Animal{} |
| public class Deer extends Animal implements Vegetarian{} |

A Deer IS-A Animal
A Deer IS-A Vegetarian
A Deer IS-A Deer
A Deer IS-A Object

In Java, we can demonstrate polymorphism by modifying the Bicycle concept from figure 8.1.2. For example, a toPrint method can created in the superclass and overridden in a subclass, and the JVM will print the appropriate toPrint() based on the object that is referred to in each variable. Figure 8.2.2 demonstrates how this may occur.

**Figure 8.2.2: Java Polymorphism Example**
One of the key features of class inheritance in C++ is that a pointer to a derived class is type-compatible with a pointer to its base class. Polymorphism is the art of taking advantage of this simple but powerful and versatile feature. Like Java, C++ is able to override methods and call the correct one. As this is similar to Java, no figure will be given. Refer to [C++, 2014d] for an example.

Further, Python is similar to Java and C++ in the sense that it too has support for polymorphism. To iterate once more, polymorphic behavior allows you to specify common methods in an “abstract’ level, and implement them in particular instances. This will save the programmer time by allowing them to enhance the design of super- and subclasses when working with inheritance. Refer to [Python, 2014c] for an example.

A programmer should be concerned with whether multiple inheritance should be supported, and what the negative side-effects are and how to avoid them?
8.3 Support for File Processing

Support for file processing is essential to reading and accepting data that will be used in a program. A discussion on the importance and use of file processing will not be discussed. Instead, the implementation of how all three languages support file processing will be shown.

In Java, file processing is performed using various classes. The primary class used to handle files is called File, which is part of the java.io package. To use it, it must be imported into a project. Writing from a file, creating a file, checking if a file exists, opening a file and reading from a file are all likely to be expected needs. Figure 8.3.1 demonstrates some of these implementations.

Figure 8.3.1: Java Support for File Processing

```java
// The File class must be imported into any project dealing with file processing
import java.io.File;

// -- Create File --
// To create a new file, you must use the PrintWriter class.
import java.io.PrintWriter
// Indicate that you are planning to use a file
File fileExample = new File("Example.xpl");
// Create that file and prepare to write some values to it
PrintWriter pwInput = new PrintWriter(fileExample);

// -- Write File –
// Write a string, double-precision number or Boolean to the file
pwInput.println("Line One");
pwInput.println(true);
// Once done writing, close the PrintWriter object to de-allocate its memory
pwInput.close();

// -- Read File –
Scanner opnScanner = new Scanner (fileExample);
// Read each line in the file
while (opnScanner.hasNext()) {
```

// Read each line and display its value
    System.out.println("Line: " + opnScanner.nextLine());
    System.out.println("True/False: " + opnScanner.nextLine());
} // De-allocate the memory that was used by the scanner
    opnScanner.close();

In C++, file processing is performed using the fstream class. Unlike the FILE structure, fstream is a complete C++ class with constructors, a destructor and overloaded operators. To perform file processing, you can declare an instance of an fstream object. If you do not yet know the name of the file you want to process, you can use the default constructor. The fstream class provides a class to write to a file and another to read. As Java has demonstrated reading and writing, a figure will not be supplied for C++. Refer to [C++, 2014e] for an example.

In Python, the simplest way to produce output is using the print statement where you can pass zero or more expressions separated by commas. This function converts the expressions you pass into a string and writes the result to standard output. For keyboard input, Python provides the built-in functions raw_input and input. The raw_input function reads one line and returns it as a string. The input function is equivalent, except that it assumes the input is a valid Python expression and returns the evaluated result to you.

When it comes to files in Python, the language provides basic functions and methods necessary to manipulate files by default. You can do most of the file manipulation using a file object, similar to Java. Before you can read or write to a file, you must open it using Python’s built-in “open()” function. The syntax is shown in figure 8.3.2.

**Figure 8.3.2: Python “open()” Syntax**

```python
file object = open(file_name [, access_mode] [, buffering])
```

Once a file is opened and you have one file object, you can find out if it is closed, what mode it is in and the name of it. The “close()” method of a file object flushes any unwritten information and closes the file object, after which no more writing can be
done. This confirms that Python is similar to Java and C++ when it comes to dealing with resource allocation when supporting file processing.

To read and write in python, the readable and simple syntax structure continues to be used. The “write()” method writes any string to an open file. The “read()” method reads a string from an open file. It is important to note that Python strings can have binary data and not just text. The write() method does not add a newline character to the end of the string. Figure 8.3.3 shows the “write()” and “read()” syntax.

Figure 8.3.3: Python “write()” Syntax

```python
fileObject.write(string)
fileObject.read(string)
```

Further, Python has a “tell()” method that tells you the current position within the file and a “seek(offset[, from])” method that changes the current file position. Files may also be renamed and deleted using the “rename()” and “remove()” method. ([Python, 2014d]) These methods support Python simplicity, and have led to file processing being an exceptionally easy component of the language when compared to Java and C++.

9. Exception Handling

Exceptions may refer to unexpected situations, such as:
- The user enters a character where an integer is expected;
- The program uses an array subscript that is outside of the range of values;
- An attempt is made at dividing by zero;
- An attempt is made to write to a file that does not exist.

There are three broad categories of programming:
- Syntax errors
- Logic errors
- Runtime errors

In Java, exceptions are provided in a much more elaborate way, consisting of a hierarchy of exception classes, than C++. Each Java method that throws an exception must have an adjustment in its heading to indicate what type of exception is thrown.
The “try-catch” blocks are used in a manner that is similar to C++. The anatomy of a Java method that throws an exception is shown in figure 9.1 while an illustration of a Java “try-catch” block is shown in figure 9.2.

**Figure 9.1: Method with Throws Clause**

```
Method ::=<Modifier><ReturnType><MethodName>(<Parameters>) throws <Exception1>, ... <ExceptionN> {
    ... 
}
Modifier ::= [final] public | private | protected [static] [abstract]
```

**Figure 9.2: Java Try-Catch Block**

```java
public void InputData () throws Exception {
    String x;
    try {
        int v = Integer.parseInt(JOptionPane.showInputDialog(null, “Value”, + “Prompt”));
    } catch (Exception Ex) {
        System.out.println(Ex.getMessage()); // Prints the exception
        ...
    }
}
```

In C++, exceptions are not handled in a hierarchy similar to Java. Instead, all exceptions are treated similarly. You can throw an exception from any function and catch an exception, report it or re-throw it for another function. C++ also does not require a throws exception on a method like Java, but may use the throw keyword deliberately, as depicted in figure 9.3. Note that C++ does utilize a try-catch, like Java.

**Figure 9.3: C++ Try-Catch Block**
In Python, there are two important features to handle any unexpected error. Assertions, which will not be discussed here, are often placed by programmers at the start of a function to check for valid input, and after a function call to check for valid output. The second is standard exception handling. Similar to Java and C++, Python uses two-part syntax. Instead of try-catch, however, Python calls it a try-except. Java and C++ also have an optional third-part, the finally clause. In Python, this is an else clause. A simple example of the syntax is shown in figure 9.4.

**Figure 9.4: Python Try-Except-Else Block**

```
try:
    Operations here;
...
except ExceptionI:
    If there is ExceptionI, then execute this block.
except ExceptionII:
    If there is ExceptionII, then execute this block.
else:
    If there is no exception then execute this block.
```

A single try statement can have multiple except statements, which is useful when the try block contains statements that may throw different types of exceptions. This is supported by all three languages. You can also provide a generic except clause, which
handles any exception. Again, this is supported by all three languages. Further, user-defined exceptions are allowed to customize messages to the user.

10. Summary and Concluding Remarks

This section contains:
- Language Summary
- Favorability Conclusion
- Future Expectations

10.1 Language Summary

After a thorough discussion of the fundamental and advanced features of three prominent programming languages, Java, C++ and Python, a developer should have a reasonable understanding of what differences to look for when considering a language.

Starting from choosing a language that fits the target domain, usually based on the appropriate paradigm, to programming criteria such as readability and simplicity, a programmer has a direct way to compare languages. In our discussion, Python has proven to be a more readable and simpler language, by design. All three languages also fit multiple domains and paradigms, but have slight differences that may be more or less useful for the programmer.

The translation process, data types and variables, support for abstraction, expressions and assignment statements all differentiate among the languages. The syntax and semantics may play a factor in usability, while the different data types may suit different programming needs. All three languages supporting abstraction prove useful for complex problems, with similar implementations. The various expressions and assignment statements differ only slightly, but certain uses may require the extended options in C-based languages as compared to Python.

The control structures and subprograms proved to change the structure of how to handle programming problems, and to organize code. In C-based languages, control structures were similar and dealt with using several built-in methods. In Python, certain
control structures required a workaround, but were still user friendly. The implementation of subprograms mostly differed by the design issues of where methods and classes had to be implemented to be understood by the compiler or interpreter.

Support for inheritance, polymorphism and file processing are found in all prominent languages, including the three discussed here, with minor differences in implementation. The use of inheritance and polymorphism go hand-in-hand and adds flexibility and simplicity to code implementation. Python had a distinct advantage in the simplicity of file processing, mainly by using very readable and simple methods.

Finally, a discussion of exception handling showed how Java was hierarchical in nature for each exception while C++ and Python allowed general exceptions on a range of situations. All three languages used some form of a try-catch-finally block, although Python used the naming convention of a try-except-else block. Fortunately, the underlying implementations of all three languages are similar and allow a programmer to handle unexpected situations efficiently in all three languages.

10.2 Favorability Conclusion

The Java language is a highly successful language that was largely influenced by C. This has led the language to strip down some of what is considered unnecessary in C++ and focus on the important constructs. Many consider Java easy to learn, which has led to its increased popularity. Once a programmer dives into the understanding that Java is free, an independent platform and already exists in most domains, it is easy to consider the language favorable.

By allowing abstraction, encapsulation, polymorphism and inheritance, programmers may utilize a language such as Java to its full ability. Java also has a rich API which extends its functionality for I/O, networking, utilities, xml parsing, database connection and much more. Further, the open source libraries, contributed by Apache, Google and other organizations, make Java development easy, faster and cost effective.

Another key separation from Java to C++ is the use of Java to create Web applets, which was its original use in the industry.
Compared to Java, C++ seems to lack slightly, although veteran programmers will live and die by the language. Much of the favorability of Java or C++ comes down to immediate need. If the company someone is working for uses Java or C++, it is reasonable to assume the language will be highly favorable. The business and scientific domains are both filled with many technologies that utilize Java and C++.

One of the main differences between the two languages, as discussed earlier, involves the use of C++ for major projects, such as systems programming. Developing an operating system or working with a large-scale project may be better suited to the larger and more complex nature of C++. C++ also allows a programmer to learn basic concepts such as memory management, pointers and experience coding without rich built-in libraries. This leads to a favorable foundational understanding of other programming languages.

The development environments for both Java and C++, namely Eclipse and NetBeans, plays a huge role in making both languages highly favorable. IDEs like these not only help in code completion, but also provide powerful debugging capabilities, which is essential for real world development.

The Python language, as discussed throughout this comparison, excels when it comes to the readability and simplicity of code, but still holds its own when implementing other features. It is estimated that a typical Python program will require 5 times fewer lines of code than a corresponding code.

The various implementations of Python also lead to the favorability of the language. By including the ability to use a Web framework, such as Django, or an enhanced IDE, such as PyCharm, the flexibility of the language and what a programmer can do with it is endless.

Essentially, Python covers the range of programmers from beginners who rely on easy-to-learn programming languages with a gradual learning curve, to advanced programmers who need complex frameworks and complex functionality similar to a C-based language. The rapid ability of Python code interpretation and nature as a
scripting language may allow it to contribute to domains that C-based languages are otherwise ill-prepared for. A comparison among similar languages, such as Ruby, would be needed to discuss where Python fits in the general realm of scripting languages.

Ultimately, when it comes to favorability it depends on the context of the problem and the needs of the programmer. All three languages have high favorability due to the fact that they may be used in many environments, are easy to learn, free, and implement most, if not all, the constructs any programmer may need to solve the problem.

10.3 Future Expectations

The expectations of the three languages discussed, Java, C++ and Python, require a contrasting approach.

The first viewpoint is that of the past, and what already exists in the market today. Replacing software is expensive and time consuming. Training new developers to learn new languages to implement new software is also a risky strategy. In light of this, the dominance of C-based languages, namely C++ and Java, will continue to hold a large portion of market share for the sheer idea that, “if it’s not broken, don’t fix it.”

The second viewpoint is that of the future, with a massive movement toward Web technologies instead of standalone programs. One of the big booms of scripting languages such as Python is the ability for it to use object-oriented principles, much to the same functionality as C-based languages, while putting a focus on the Web, fast development and code readability.

For Java, many of those in the Enterprise computing world will continue to see Java as relevant moving forward. Oracle has a strong hold on the market and business applications abound run on Java. However, Oracle must still press on with the evolution of the Java language. The saying, “the rich get richer,” applies here in the sense that Java is a big player and will continue to prosper due to this.
As an easy language to learn, many new programmers are learning Java for the future, because of its success in the past and implementation in all sorts of markets.

C++ will continue to be important in terms of systems programming and for highly optimized native code requirements such as gaming. But that will continue to be a specialized niche and will never take them past Java, which is more suitable for general purpose application development.

Essentially, C++ is not a replacement for Java, but Java is also not a replacement for C++ in certain domains and applications. Further, the use of C++ as a low-level language that allows more access to the “under-the-hood” components will continue to appeal to more advanced programmers. As a side effect, this may lead more novices to avoid C++ and focus on learning Java, unless they see a necessary reason to learn C++.

For Java and C++, considering the Android platform must also be considered when it comes to the popularity of the language. The Android framework is built using C/C++ libraries and applications are largely coded in Java. Currently, Android has over fifty-percent of the mobile OS market and does not show signs of falling behind in a maturing market. With the move toward Web development, the use of these languages will not disappear, and may largely continue to improve the popularity of languages.

For Python, its real strengths have been server side technology, software development by non-programmers and as an embedded scripting engine for trusted plugins. Apple has expressed their support for Python by building tools that rely on it and Microsoft ship their Python Tools for Visual Studio bundle. Google also chose Python as the only dynamic language supported on their App Engine platform. By having the support of major players in the technology industry, Python looks to be running away from its competitors, such as Ruby, and looks to prosper moving forward.

Conclusively, Java is likely to appeal to the general market, C++ is likely to appeal to advanced programmers and anyone working on software projects with a certain level of complexity or size, and Python will appeal to the general market more interested in web development and a dynamic language that focuses on readability.
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